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2026 Predicciones

Hacia las maquinas pensantes

Dr. Manohar Kaul, director del Centro de Investigacion en |A de
Nueva Generacién, Fujitsu Limited

El progreso de la inteligencia artificial (I1A) esta entrando en su etapa mas
apasionante. Los modelos de lenguaje de gran tamafio (LLM) han demostrado
unas capacidades de reconocimiento de patrones impresionantes,
convirtiendo a la IA en una fuerza transformadora en todos los sectores. Sin
embargo, este éxito también pone de manifiesto limites fundamentales.

Los modelos actuales, entrenados cada vez mas con sus propias salidas, se enfrentan a lo
que los investigadores denominan “colapso del modelo” una degradacién progresiva de la
calidad, similar a una fotocopia de otra fotocopia que pierde nitidez con cada nueva copia.

Las leyes de escalado descritas por Kaplan y otros investigadores en 2020 demostraron que
aumentar el tamano de los modelos mejora su rendimiento, pero con una salvedad: el coste
crece mucho mas rapido que el beneficio. Es la clasica ley de los rendimientos decrecientes.
El estudio Chinchilla de DeepMind reforzé esta realidad: las mejoras existen, pero cada vez
son menores.

Ninguna cantidad de potencia de célculo ni de datos convertira a un predictor de texto en
una mente capaz de razonar. Como han senalado investigadores como Yann LeCun, una
simple adaptacién de los LLM no alcanzara ni siquiera la inteligencia de un gato. No se trata
de una afirmacién despectiva, sino del reconocimiento de lo que exige la inteligencia real.
Un gato comprende el mundo fisico a través de modelos mentales de la realidad,
fundamentando su comportamiento en la memoria, la prediccion y la relaciéon causa-efecto.
Hasta que la IA no pueda hacer lo mismo, el escalado por si solo no nos llevard mas lejos.

La verdadera cuestién es si la IA puede ir més alla de la prediccidén y empezar a aprender
interactuando con la propia realidad.

1. Del texto a la inteligencia fisica

La proxima década no estara definida por los chatbots, sino por robots capaces de razonar y
recordar. Empresas como Figure Al y Agility Robotics ya cuentan con humanoides operando
en almacenes, pero el principal desafio no esta en el cuerpo, sino en el cerebro.

En 2026 empezaremos a ver robots dotados de memoria, razonamiento y modelos basicos
del mundo. Comenzaran a recordar interacciones pasadas, a adaptarse en tiempo real y a
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mostrar los primeros indicios de planificacion. Estos primeros pasos seran fragiles, pero
marcaran el paso de la locomocién a la cognicién: el inicio de la |A fisica (Physical Al).

Los modelos de visidn-lenguaje-accion (VLA) muestran avances al vincular instrucciones con
datos procedentes de sensores. Sin embargo, suelen ser fragiles. Basta con mover un objeto
detras de otro para que el sistema falle. Reorganizar una habitacién puede generar
confusién. La inteligencia real exige algo méas que seguir instrucciones: requiere construir
conocimiento a partir de la experiencia.

Imaginemos un robot de mantenimiento que no solo repara una junta con fugas, sino que
recuerda que esa misma tuberia ya ha fallado dos veces y propone sustituir todo el tramo.
Este paso de la simple reaccion a la anticipacion de sefiales supone un avance hacia la
verdadera inteligencia.

2. Memoria: el fundamento de la inteligencia

Los robots actuales se asemejan a atletas fuertes y agiles que, sin embargo, olvidan sus
actuaciones anteriores. Pueden moverse, pero no construir sobre la experiencia. El
verdadero avance llegara cuando las maquinas sean capaces de conservar lo aprendido, en
lugar de empezar desde cero cada vez.

La memoria es la base de la inteligencia. Sin ella no hay continuidad ni comprensién del
mundo. Un gato que se mueve por un espacio lleno de obstaculos no calcula cada
trayectoria desde cero: recuerda los obstaculos encontrados con anterioridad y sabe cuéles
puede ignorar con seguridad.

En 2026 anticipamos la llegada de los primeros robots que funcionen de este modo. No solo
percibirdn y reaccionaran; comenzaran a recordar, a formular hipétesis sencillas y a
planificar. Estos sistemas procesaran datos de sensores, informacién visual y secuencias
temporales con la misma naturalidad con la que los modelos actuales manejan texto,
avanzando hacia una inteligencia multimodal que integre de forma fluida visién, percepcion,
lenguaje y comprensién del entorno.

3. Modelos del mundo: comprender la fisica y la causalidad

El avance mas significativo, a partir de 2026, seré el desarrollo de sistemas de IA capaces de
construir modelos del mundo: representaciones digitales de la realidad fisica que permitan
adaptarse con rapidez a nuevos entornos. Estos sistemas desarrollaran una comprensién
intuitiva de la fisica, similar a la de la inteligencia biolégica, captando conceptos como peso,
equilibrio, integridad estructural y relaciones espaciales sin necesidad de programacién
matematica explicita.

A diferencia de los sistemas actuales, que requieren un entrenamiento exhaustivo para cada
tarea, estas IA podran razonar sobre cémo manipular objetos y cémo desplazarse por los
espacios. Las aplicaciones industriales impulsaran este cambio. Los sistemas de fabricacion
se adaptaran a nuevas demandas productivas en cuestién de horas, en lugar de semanas.
Los robots de almacén optimizaran la logistica en tiempo real, teniendo en cuenta
restricciones fisicas, compromisos de eficiencia y criterios de seguridad.
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Este avance ira mas alla de la robética y alcanzara a cualquier sistema de |A que opere en
entornos fisicos. Los edificios inteligentes analizaran patrones de ocupacién, flujos
energéticos y dindmicas estructurales. Los sistemas agricolas combinaran condiciones del
suelo, patrones climaticos y biologia de los cultivos para tomar decisiones avanzadas de
produccién.

4. Seguridad y ética: inteligencia con integridad

A medida que estos sistemas se vuelvan més avanzados, la seguridad no puede ser un
anadido posterior. Debe integrarse en su disefio desde el inicio. Inteligencia y seguridad no
son conceptos opuestos; pueden y deben desarrollarse de forma conjunta. Las medidas de
seguridad poscudntica se incorporaran de manera natural a los marcos centrales de la IA,
protegiendo frente a amenazas presentes y futuras.

El razonamiento ético se convertird en un componente fundamental de la inteligencia, con
sistemas de IA que demuestren una comprensién sofisticada que vaya mas alla del simple
cumplimiento de reglas y que implique un auténtico juicio contextual. Los mecanismos de
gobernanza democrética se integraran en las arquitecturas de |IA, permitiendo una rapida
adaptacién a los cambios normativos sin perder coherencia ética.

Este enfoque demuestra como un desarrollo responsable de la IA puede impulsar, y no
frenar, la innovacion.

5. Inteligencia democratizada: IA eficiente para todos

Los grandes avances en |A eficiente en el uso de recursos hardn que la inteligencia avanzada
sea accesible para organizaciones de cualquier tamano. Estos sistemas aprenderan de forma
continua a partir de datos en tiempo real, en lugar de depender de largas fases de
preentrenamiento, lo que permitird ajustes inmediatos ante condiciones cambiantes.

Los pequenos fabricantes adoptaran sistemas de IA comparables a los utilizados por
grandes corporaciones. Las organizaciones de servicios adaptaran el comportamiento de la
|A a sus necesidades operativas especificas. La integracién de la computacién en el borde
(edge computing) permitird que el razonamiento avanzado se realice de forma local,
mejorando los tiempos de respuesta, reduciendo el uso de ancho de banda y abordando
preocupaciones relacionadas con la privacidad.

Esta democratizacién impulsara la innovacién en sectores tradicionalmente desatendidos.
Las cooperativas agricolas implementaran sistemas avanzados de gestion de cultivos. Las
pequenas clinicas accederan a herramientas diagndsticas modernas. Las instituciones
educativas ofrecerdn experiencias de aprendizaje personalizadas, independientemente de
sus limitaciones de recursos.

Conclusion: el proximo capitulo de la inteligencia

La Ultima década estuvo centrada en el texto y en los LLM. La préxima lo estara en la 1A
fisica: no solo cuerpos que se mueven, sino mentes que piensan. Un gato no predice la
siguiente palabra. En su lugar, se desplaza por el mundo recordando dénde se escondié el
dia anterior, reconociendo qué patrones son relevantes y cudles pueden ignorarse, y
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planificando su movimiento por el espacio sin interrupciones. La cuestién es si podemos
construir maquinas capaces de hacer lo mismo. ;Puede la IA formar mapas mentales,
conservarlos en la memoria y utilizarlos para planificar su siguiente accién?

En el Centro de Investigacién en |A de Nueva Generacién de Fujitsu nos centramos en
desarrollar una IA capaz de gestionar de forma segura la complejidad de los escenarios del
mundo real. La transicién del reconocimiento de patrones a una comprensién genuina
representa tanto un avance tecnolégico como una ampliacién fundamental de lo que la
inteligencia artificial puede llegar a lograr.

Para 2026 habremos avanzado de forma decisiva mas alla del capitulo actual, hacia sistemas
que demuestren inteligencia auténtica, comportamiento ético y capacidades préacticas. El
futuro no pertenece a los modelos mas grandes, sino a los mas inteligentes: una IA que
comprenda realmente el mundo y actlUe en él con sabiduria e integridad.

El verdadero hito quiza no llegue cuando la IA supere una prueba de referencia, sino cuando
muestre, por fin, la inteligencia adaptativa que observamos en el mundo natural que nos
rodea.

Dr. Manohar Kaul, director del Centro de Investigacién en IA de

Nueva Generacién, Fujitsu Limited
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